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1. Introduction

In the paper the dynamical system in the discrete case [1,4] is considered. In this process the
motion of an object is described by a system of nonlinear difference equations, the right side of
which, in addition to phase coordinates, includes an unknown constant parameter vector and
a small number. Using the quasilinearization method [3], the initial problem is reduced to the
system of linear difference equations [2]. Then, on the basis of statistical data for the initial
and final conditions, the corresponding quadratic functional is constructed and the functional
gradient is derived. A computational algorithm for solving the considered problem is proposed.

2. Main problem

Let the system of discrete dynamical nonlinear equations has the following form

y (i+ 1) = f (y (i) , α, ε) , i = 0, N − 1 (1)

with initial condition

yj (0) = y0j , j = 1,M, (2)

where α - m-dimensional unknown constant vector, ε- small parameter, M,N - given natual
numbers, f - n –dimensional function, differentiable with respect to y, α, ε.

It is required to find such vector-parameter α=α̃, which the solution of the Cauchy problem
(1)-(2) satisfies the given condition

yj (N) = yNj , j = 1, N. (3)

The solution of the problem (1)-(3) can be solved with the method of quasilinearization [2,3].
In the first step we linearize the equation (1). Then selecting some nominal trajectory y0(i) and
the parameter α0, we assume that (k-1)-th iteration has been already fulfilled. If we linearize
the equation (1) with respect to yk−1(i), αk−1and ε

yk (i+ 1) =
(
A0

(
yk−1 (i) , αk−1

)
+ εA1

(
yk−1 (i) , αk−1

)
yk (i) +

(
B0

(
yk−1 (i) , αk−1

)
+
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+εB1

(
yk−1 (i) , αk−1

))
αk +

(
C0

(
yk−1 (i) , αk−1

)
+ εC1

(
yk−1 (i) , αk−1

))
, (4)

where

A0

(
yk−1(i), αk−1

)
=

∂f
(
yk−1 (i) , αk−1, 0

)
∂y (i)

, A1

(
yk−1(i), αk−1

)
=

∂2f
(
yk−1 (i) , αk−1, 0

)
∂y∂ε

,

B0

(
yk−1(i), αk−1

)
=

∂f
(
yk−1 (i) , αk−1, 0

)
∂α

, [B1

(
yk−1(i), αk−1

)
=

∂2f
(
yk−1 (i) , αk−1, 0

)
∂y∂ε

,

C0 = f
(
yk−1 (i) , αk−1, 0

)
−

∂f
(
yk−1 (i) , αk−1, 0

)
∂y (i)

yk−1(i)−
∂f
(
yk−1 (i) , αk−1, 0

)
∂α

αk−1,

C1 =
∂f
(
yk−1 (i) , αk−1, 0

)
∂ε

−
∂2f

(
yk−1 (i) , αk−1, 0

)
∂y∂ε

yk−1 (i)−
∂2f

(
yk−1 (i) , αk−1, 0

)
∂α∂ε

αk−1.

yk (N) from the equation (4) has the form

yk (N) =
(
Φ0
0
k−1 (i) + εΦ1

0
k−1 (i)

)
yk (0) +

(
Φ0
1
k−1 (i) + εΦ1

1
k−1 (i)

)
αk+

+
(
Φ0
2
k−1 (i) + εΦ1

2
k−1 (i)

)
(5)

and

Φ0
0
k−1 (i) =

0∏
i=N−1

Ak−1
0 (i) ,Φ1

0
k−1 (i) = Ak−1

1 (N − 1)

0∏
i=N−2

Ak−1
0 (i) ,

Φ0
1
k−1 (i) =

N−1∑
P=1

(
P∏

i=N−1

Ak−1
0 (i)

)
Bk−1

0 (P − 1) +Bk−1
0 (N − 1) ,

Φ1
1
k−1 (i) =

N−1∑
P=1

(
P∏

i=N−1

Ak−1
0 (i)

)
Bk−1

1 (P − 1) +

N−1∑
P=1

(
Ak−1

1 (N − 1)

(
P∏

i=N−2

Ak−1
0 (i)

))
×

×Bk−1
0 (P − 1) +Bk−1

1 (N − 1) ,

Φ0
2
k−1 (i) =

N−2∑
P=1

(
P∏

i=N−1

Ak−1
0 (i)

)
Ck−1
0 (P − 1) + Ck−1

0 (N − 1) ,

Φ1
2
k−1 (i) =

N−2∑
P=1

(
P∏

i=N−1

Ak−1
0 (i)

)
Ck−1
1 (P − 1)+Ak−1

1 (N − 1)

(
P∏

i=N−2

Ak−1
0 (i)

)
Ck−1
0 (P − 1)+

+Ck−1
1 (P − 1) .

Then we construct the following quadratic functional in the iteration –th

Ik =

n∑
s=1

(
yks (N)− ykNS

)T
A
(
ykS (N)− ykNS

)
, (6)

where the symbol T means the operation of transpose, A is a n × n dimensional constant
symmetric weight matrix, yks (N) is a n× 1 dimensional vector of observation defined by (5),
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ykNS -n × 1 dimensional vector. Then the solution of the stated problem is reduced to the
problem: Find a constant vector α, by which the solution of the equation (1) with initial data
(2) minimizes the functional (6).

After substituting yk (N) from (5) into (6) the gradient ∂Jk

∂α has the form

∂yk

∂α
=

n∑
s=1

[
Φ0
1S

k−1′ (i)AΦ0
0S

k−1 (i) yks (0)− Φ0
1S

k−1 (i)AykNS +Φ0
1S

k−1′ (i)AΦ0
2S

k−1 (i)+

+ε
(
Φ1
1S

k−1′
(i) AΦ0

0S
k−1 (i) yks (0) + Φ0

1S
k−1′ (i)AΦ1

0S
k−1 (i) yks (0) + Φ1

1S
k−1′ (i)AΦ0

2S
k−1 (i)+

+Φ1
2S

k−1′ (i) AΦ0
1S

k−1 (i)
)
+
(
Φ0
1S

k−1′ (i) AΦ0
1S

k−1 (i) + 2εΦ0
1S

k−1′ (i)

AΦ 1
1S

k−1 (i)
)
αk
s

]
.

(7)

Finally, seekingαk in the form αk ≈ αk
0 + ε αk

1 and equating the expression (7) to zero we define
αk
0 , αk

1 in the following form

αk
0 = −

n∑
s=1

{(
Φ0
1S

k−1′ (i)AΦ0
1S

k−1 (i)
)−1 (

Φ0
1S

k−1′ (i)AΦ0
0S

k−1 (i) yks (0)−

−Φ0
1S

k−1 (i)A ykNS +Φ0
1S

k−1′
(i)AΦ0

2S
k−1 (i)

}
, (8)

αk
1 = −

n∑
s=1

{(
Φ0
1S

k−1′
(i)AΦ0

1S
k−1 (i) (2ε+ 1)

)−1 (
Φ1
1S

k−1′
(i)A Φ0

0S
k−1 (i) yks (0)+

+Φ0
1S

k−1′ (i)AΦ1
0S

k−1 (i) yks (0) + Φ1
1S

k−1′ (i)AΦ0
2S

k−1 (i) + Φ1
2S

k−1′ (i)AΦ0
1S

k−1 (i)−

−Φ0
1S

k−1′
(i)AΦ1

1S
k−1 (i)

(
Φ0
1S

k−1′ (i)AΦ0
1S

k−1 (i)
)−1 (

Φ0
1S

k−1′
(i)AΦ0

0S
k−1 (i) yks (0)−

−Φ0
1S

k−1 (i)Ay k
NS +Φ0

1S
k−1′ (i)AΦ0

2S
k−1 (i)

)}
. (9)
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